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Abstract: The present study accentuated a hybrid approach to evaluate the impact, association
and discrepancies of demographic characteristics on a student’s job placement. The present study
extracted several significant academic features that determine the Master of Business Administration
(MBA) student placement and confirm the placed gender. This paper recommended a novel futuristic
roadmap for students, parents, guardians, institutions, and companies to benefit at a certain level. Out
of seven experiments, the first five experiments were conducted with deep statistical computations,
and the last two experiments were performed with supervised machine learning approaches. On the
one hand, the Support Vector Machine (SVM) outperformed others with the uppermost accuracy
of 90% to predict the employment status. On the other hand, the Random Forest (RF) attained a
maximum accuracy of 88% to recognize the gender of placed students. Further, several significant
features are also recommended to identify the placement of gender and placement status. A statistical
t-test at 0.05 significance level proved that the student’s gender did not influence their offered salary
during job placement and MBA specializations Marketing and Finance (Mkt&Fin) and Marketing
and Human Resource (Mkt&HR) (p > 0.05). Additionally, the result of the t-test also showed that
gender did not affect student’s placement test percentage scores (p > 0.05) and degree streams such
as Science and Technology (Sci&Tech), Commerce and Management (Comm&Mgmt). Others did not
affect the offered salary (p > 0.05). Further, the χ2 test revealed a significant association between a
student’s course specialization and student’s placement status (p < 0.05). It also proved that there is
no significant association between a student’s degree and placement status (p > 0.05). The current
study recommended automatic placement prediction with demographic impact identification for
the higher educational universities and institutions that will help human communities (students,
teachers, parents, institutions) to prepare for the future accordingly.
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1. Introduction

Nowadays, data are available in a productive manner in educational organizations’
databases but are never utilized at a significant level. These data are never used to obtain
valuable insights that will benefit students’ career prospects. It can become beneficial to the
institutes in improving the quality of training according to industry requirements. During
the unprecedented time of the Covid-19 epidemic, several professionals and employees
lost their employment. Uncertainty exists everywhere; nobody is assured about future job
opportunities after the second wave of the pandemic. In educational institutions, many stu-
dents are also worrying about their future job prospects. Any college or university deems it
a success when their students get placed in well-settled companies or organizations. Every
year, college students apply for their campus placements, but only well-prepared students
get placements or dream jobs. In this pandemic, when there is cutthroat competition and
fewer jobs, one wants to know which skills or characteristics matter to companies. This can
be explored by analyzing the previous years’ placement datasets. The well-established and
well-nourished institutes consist of many intelligent student records.

A determined student always dreams of working in his/her preferred career sector or
industry. Placing the right person in the right job is always the first aim of the industry
recruiter, and a challenge for educational institutions to match this choice with available
students’ skills. Thus, institutions follow a systematic approach in advance by motivating
students to learn desired industry skills by identifying weak areas using advanced AI
techniques. Moreover, machine learning is one of these techniques, which can be used in
predicting the skills and other requirements that are needed for desired industry recruiters.
In prestigious intuitions, placement analysis and forecasting systems always help assess
student performance and secure a suitable placement quickly. This might become necessary
for other institutions to raise fair participation in job placements and help teaching faculties
analyze the most crucial part of the curriculum. It can be an aid for the institution in
updating the curriculum according to industry demands. The most tedious part of this
system is compiling all past placements’ data from various sources. It becomes challenging
when the dataset has multiple fields (columns) and identifies its behavior with essential
features. It is also an arduous task to assess their impact and make generalized inferences.
The more profound research growth can be witnessed through education data mining
articles. An iterative process can attribute data mining to extract a new pattern from
existing datasets or from various data sources to enrich the evidence-based decision-making
process. The pattern can be related to association, trend or prediction, and so forth [1]. The
disproportionate placement numbers are always reflected in college placement drives. It is
often assumed among recruiters that female students might score higher in any competitive
test and may be helpful in their academic endeavors [2]. The present study is also interested
in realizing all the factors that lead to students’ success (or failure) at the master’s level in
getting a placement and assessing the impact of gender on the placement test.

In this paper, we used secondary data on campus placement from the Kaggle web-
site [3]. Further, we described the essential properties of samples and features. The study
has been done to analyze the impact of gender on students’ offered salary in campus
placement. For this study, we have taken an independent t-test to compare the two groups
to the offered salary. To find the significant difference between two unrelated groups,
the independent t-test is a better approach. In this paper, we explored the significant
association between specialization, degree-stream and placement status. To explore a sig-
nificant correlation between two nominal variables, a chi-square (χ2) test of independence
(non-parametric) is appropriate. The present paper also used contemporary predictive
algorithms to identify the placement status and the gender of placed students in campus
placement. For this, we used RF, XGBoost (XGB), SVM, and Logistic regression (LR) classi-
fication algorithms. We also used the intrinsic feature ranking algorithm of RF and XGB
to extract essential features on which prediction is based. Placement depends on many
combinations of factors. RF can be used to find the best combination of features, and it will
not allow over-fitting trees in the model if there are more decision trees. SVM is popular
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due to the linear separable feature in high dimensional space (many features). The XGB
works well with datasets containing numerical and categorical features and data with only
numerical features.

2. Related Work

A study was conducted on the South Asian Universities dataset in 2014–2016 with
the help of statistical tools. It was found that the used statistical methods improved the
placement process accuracy with good glaring performance. Overall, the academic rate as a
determinant in predicting placement played a better role [4]. As a classifier, the decision tree
model helped the coordinators identify weak students who will face upcoming placement
drives and guide them in improving the students’ learning patterns. Further, it was also
predicted which student will join which type of company with an accuracy of 62.3% and
also predicted the company name for which he/she will recruit with accuracy (45.78%)
using a naïve bayes classifier [5]. A technical college’s placement data was analyzed with
academicians predicting which engineering branch or stream would be full with admission
accuracy (80%) and with a random forest classifier [6]. Moreover, the study also found
that placed students’ offered salary was predicted in two phases of the dataset with the
k-nearest neighbor (94.5%) and XGB regression [7]. One of the studies [8] also favored
the RF model for predicting student placement (99.9%). It also extracted the UG degree
percentage (p < 0.05) as an important core feature in obtaining a dream placement. One
high school was inspired and predicted part-time jobs for needy students through past
placement data analysis. They trained them accordingly for upcoming opportunities. They
observed [9] that RF outperformed LR, SVM, K-Nearest Neighbors (KNN) and Decision
tree with a high accuracy and F1-score (93%). As observed, most cited studies preferred
the RF model for prediction due to its ensemble learning approach. In the continuation of
study in the education sector, performance prediction was done in degree students [10]
and revealed thirty-eight (38) courses taken by average students. It was found that course
choice selection diversity exists among them, and the KNN-classifier was the worst. The
statistical non-parametric test χ2 analyzed an online learning discussion forum dataset [11].
It found an association between gender and ethnicity. The students’ major and international
status was significantly associated with gender (p < 0.05). The online learning participation
was also not directly associated with its major p > 0.05). An association between English
language and a student’s demographic features was strongly associated with birth-place
and also with gender (p < 0.05) [12]. Differences in learning results in the dataset were
due to gender, social and solidarity approach (p < 0.05) using the independent t-test [13].
Further, it was also found with the t-test that gender impacts technology awareness[14]. The
students’ academic percentage rose by adopting game-oriented approach programming
(p < 0.05) [15]. Sports, Science and Education faculties are directly impacted by social
appearance anxiety (p < 0.05), but gender was not statistically significantly related to
social anxiety (p > 0.05) [16]. The students’ gender played a big role in physical activity
participation (p < 0.05), [17] concluded.

Table 1 displays the extant research that used predictive and differential study on
placement or related datasets to forecast employability chances and to assess the impact
of different variables. It also contrasts and compares all related studies with the present
research scheme. A. Ojha et al. (2017) utilized the Decision Tree (DT) and Random
Forest (RF) model and predicted placement chances for a student with his academic
background. Moreover, the result from K.Pruthi et al. (2015) used forecasting employability
for a student in campus placement with Naïve Bayes (NB). T.Arvind et al. (2019) used
regression for forecasting placed student salary with Linear Regression (LNR), Extreme
Gradient Boosting (XGB), Gradient Boosting (GB), and Random Forest (RF) regression.
Gabor Kiss et al. (2013) and C.Verma (2016) assessed the significant impact of gender on
different variables. The associativity also verified two nominal variables, English language
and gender (T.Sevindi et al. (2020)) and proved the relationship exists among them.
The present study used differential, inferential and predictive analysis with Determinant
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Feature Detection (DFD) research on a placement dataset and tried to assess the impact
of gender and specialty in masters on placement chances, and the offered salary. It also
tried to forecast student employability and placement gender in campus placement using
supervised machine learning algorithms such as Support Vector Machine (SVM), Logistic
Regression (LR), RF and XGB.

Table 1. The extant research with the previous study.

Study Research Dataset Technique Association Impact DFD

A. Ojha et al. (2017) Predictive S = 143, F = 26 DT, RF ×
√

×
K. Pruthi et al. (2015) Predictive S = 424, F = 27 DT, NB × × ×

S. Elayidom et al. (2009) Predictive S = 1063, F = 05 DT × × ×
T. Aravind et al. (2019) Regression S = 100, F = 09 LNR,DT,XGB,GB,RF × × ×
A. Dubey et al. (2019) Predictive S = 195, F = 10 LR,DT,RF,KNN,SVM × × ×

S. Alemdag et al. (2015) Differential/
Inferential S = 2324, F = 05 One-way ANOVA, t-test,

Ch2
√ √

×

Gabor Kiss et al. (2013) Differential/
Inferential S = 74, F = 03 t-test, Ch2 √ √

×

C. Verma et al. (2016) Differential S = 900, F = 36 t-test ×
√

×
Q. Long et al. (2010) Differential S = 464, F = 08 t-test ×

√
×

Rui Hua et al. (2011) Differential S = 400, F = 06 Ch2 √
× ×

T. Sevindi et al. (2020) Inferential S = 448, F = 05 t-test, One-way ANOVA,
LSD ×

√
×

J. Nagaria et al. (2020) Descriptive S = 215, F = 14 EDA × × ×

S. Dutta et al. (2020) Predictive S = 215, F = 14 MLP,NB,DT,KNN,
SGD,RF,ADB,ET,GB × × ×

Present
Differential/
Inferential/
Predictive

S = 215, F = 14 Ch2, t-test,
XGB,SVM,RF,LR

√ √ √

Source: Own elaboration.

On the same dataset, Jumana Nagaria et al. [18] have carried out exploratory data
analysis and found more than 70% of secondary school students earned a grade of 60 or
higher. The vast majority of MBA students with a score of more than 60% have found
work. A vast majority of students with an employability test scoring more than 50% have
a salary range from 200,000 to 400,000. Males make up most students who scored over
60% in high school and on their degrees, and whose salaries range from 200,000 to 400,000.
Shawni Dutta et al. [19] have also studied the same dataset to find placement status
and concluded that the gradient boosting (GB) classifier outperformed the others in the
performance evaluation metric with 76.74% accuracy and 71% F1-Score and the second
classifier, the Extra tree classifier produced a better result. The authors also used Multilayer
Perceptron (MLP), Multinomial Naïve Bayes (NB), Decision Tree (DT), k-Nearest Neighbor
classifier (k-NN), Stochastic Gradient (SGD), Random Forest (RF) and Adaboost (ADB)
classifiers.

3. Problem Statement

Earlier work used either predictive or statistical analyses of the data patterns belong-
ing to student placements. Using identical samples, researchers did not explore the impact
of gender on specialization towards students’ offered salary in campus placement. They
did not even identify the placement status or the gender of placed students [18,19]. Other
literature encouraged authors to fill the research gap by developing hybrid automated
models. Further, the previous studies need to be improved to support maximum human
communities. It is found that there is a lack of prominent issues in the existing studies,
such as impact of salary of placed student on the course specialization and gender, effect of
placement test percentage on gender, association between placement status and course spe-
cialization and stream of a degree program, and placement identification with gender and
status. However, the present study has overcome the these issues with significant results.
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In this job-seeking competitive environment, many things matter for campus place-
ment and, therefore, it becomes mandatory to identify which skillsets and what academic
criteria are required for predicting placement [4,8–10]. Moreover, the role of demographic
features’ (gender, course specialization) impacts cannot be ignored in the hiring pro-
cess [11,13–15]. There can also be a relationship among features that are significantly
correlated [11,12].

Further, nobody has yet provided the concept of impact identification with gender,
MBA Specialization, and placement test percentage. Earlier investigators also did not
predict gender [18,19], and the status of a student’s placement was identified with an
accuracy of 76.74% without presenting features [19]. Therefore, the present study outlined
the placement prediction with student’s demography impact and real-time programs in
a Python environment focused on a hybrid application of inferential, differential and
predictive techniques with feature detection. We have enhanced the accuracy of placement
status using the SVM by 13.26%, and presented the 10 most prominent features.

This paper assessed the impact of gender, MBA specialization towards offered salary,
and placement test percentage. It also discovered an association between specialization
and degree of stream towards placement status. Apart from these statistics, the present
work also predicted the placement status with the gender of placement with prominent
feature detection.

4. Contribution and Significance

The present research could be a hands-on aid to the academic stakeholder of manage-
ment institutions. The students and placement coordinators identify any biases during
placement and determine the placement’s impact on academic criteria. The results of this
paper could help students identify the features that need to be focused on in the job hiring
process. This paper presents state-of-the-art statistical computations supporting machine
learning algorithms to extract and explore significant academic and industrial stakehold-
ers’ essential features. This paper proposes a hybrid automated placement recognition
system to support the academic and industry stakeholders belonging to the student’s
placement. The authors have designed the research objectives and outcomes for the sake
of ‘Humanity Benefits’; the educational stakeholders or communities (students, teach-
ers, employers, parents, and institutions). The key contributions of the present work are
summarized below:

• Supporting with significant statistical models. The current research presents a demo-
graphic impact identification system for placement salary and placement test. It may
explore gender biases based on the placed student’s offered salary. This approach
is beneficial for students, the placement coordinator, and the company’s human re-
source department. As the requirements (job timing, shifts, maternity leaves, etc.) of
an employee in a company are dynamic and affected by gender. The management
and financial policymakers might be aware in advance of the gender impact on the
placement. This demographic impact identification mirrors the students’ and teachers’
ability to acquire high placement test percentages based on gender. Accordingly, they
must need to develop strategies and plan to perform best in the placement test.

• An association identification system identified students’ placement with MBA spe-
cialization, but it has no relation to students’ bachelor degree streams. These results
are critical benefits to students, institutions and parents. On the one hand, a student’s
parents should provide wisdom for choosing bachelor degree streams, and on the
other hand, the student should focus on specialization of Mkt&Fin during an MBA
program. The institution could also be aware of the industry trend, and the admis-
sion seats can be enhanced. Therefore, a placement company can have direct contact
with an institution that has a mass number of candidates with MBA specialization
of Mkt&Fin.

• The study also presents an automated prediction of the placement status in line with
gender, with prominent features that would support students themselves and the
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institution. A hands-on prosperous machine learning technique is applied, and the
results would support creating awareness about a placement’s existence or show the
probability of a student’s gender with significant accuracy. Accordingly, its recom-
mended features must be emphasized by the institution and students themselves
before appearing in the placement test.

5. Organization

The rest of the paper is divided into five major sections. Section 6 emphasizes the
research design and methodology. It briefs the primary objectives and related hypotheses,
data collection and variables, tools, descriptive analysis and data prepossessing (statistical
computation and machine learning techniques). Section 7 performs seven experiments
with result analysis. Section 8 explains experimental results with significant discussions.
Section 9 briefs the strength and weaknesses of the study. Section 10 concludes the findings
of the study with future work.

6. Research and Design Methodology

This study proposed and developed a hybrid Python program to automate the inferen-
tial, differential and predictive analysis of placement data patterns. The presented model,
named Placement Prediction with Demographic Impact Identification (PPDI), can be used
to analyze past placement data and will work as assistance for placement prediction. It can
be used to identify the impact of demographic features on placement variables.

The pictorial view of the PPDI is depicted in Figure 1. The PPDI model can confirm
the impact of the student’s gender, MBA specialization and placement test percentage on
the offered salary using a t-test (parametric test). It can also find an association between
MBA specialization and degree stream and Placement Status using χ2 (non-parametric
test). Further, it can predict the Placement-Status (Y/N) and Placement-Gender based on
academic features. For this, various machine learning algorithms are implemented and
compared in terms of several performance measures. The PPDI model used the essential
process model technique for strengthening the placement pattern mining.

Figure 1. Placement Prediction with Demographic Impact Identification (PPDI).

6.1. Objectives and Hypotheses

This paper examined seven significant objectives and five of these objectives have their
respective hypotheses. The various statistical and computational methods were applied
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to achieve these objectives. The next two objectives were proposed to develop significant
predictive models with machine learning techniques.

• To discover the difference between male and female students towards offered salaries.

Hypothesis 01 (H01): No significant difference between male and female students towards
the offered salary.

Hypothesis 1A (H1A): A significant difference between male and female students towards
the offered salary.

• To discover the difference between MBA Specialization (Mkt&Fin and Mkt&HR)
towards offered salaries.

Hypothesis 02 (H02): No Significant difference between Mkt&Fin and Mkt&HR towards
the offered salary.

Hypothesis 2A (H2A): A Significant difference between Mkt&Fin and Mkt&HR towards
the offered salary.

• To explore a significant difference between male and female students towards place-
ment test percentage.

Hypothesis 03 (H03): No significant difference between male and female students towards
placement test percentage.

Hypothesis 3A (H3A): A significant difference between male and female students towards
placement test percentage.

• To discover the association between MBA specialization and placement status.

Hypothesis 04 (H04): No association between Mkt&Fin and Mkt&HR specialization to-
wards placement status.

Hypothesis 4A (H4A): A significant association betweenMkt&Fin andMkt&HR towards
placement status.

• To discover the association between degree stream (Sci& Tech, Comm& Mgmt and
Others) and placement status.

Hypothesis 05 (H05): No association between the stream of degree and placement status.

Hypothesis 5A (H5A): A significant association between the stream of degree and placement
status.

• To predict the placement status of the student based on significant features.
• To predict gender placement based on significant features.

6.2. Dataset Description and Tool

The present study used the secondary data samples data set from the Kaggle web-
site [3]. The data set includes 215 observations with 14 features (Nominal-8, Scale-6). The
acceptable reliability of the used instrument is 0.61 given by the Cronbach’s alpha test.
Equation (1) computed the reliability α of samples, where N is number of features, c̄ is
average co-variance between feature pair, v̄ is average variance.
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α =
N.C̄

v̄ + (N − 1).C̄
(1)

µ =
n

∑
i=1

yi. (2)

Equations (2) and (3) show the mean µ and standard deviation (σ) of features respectively.

σ =

√
n

∑
i=1

(yi − ȳ)2. (3)

A detailed description of features and corresponding statistical description can be
seen in Table 2.

Table 2. Dataset Feature Description.

Feature Name Type Description ∧ ∨ µ σ

Gender Nominal Gender (M/F) 0–1 0.65 0.48
SSC_P Scale SSC Percentage 40.89–89.40 67.30 10.83
SSC_B Nominal SSC Passing Board (Central/Other) 0–1 0.54 0.50
HSC_P Scale High School Percentage 37.9–97.70 66.33 10.90
HSC_B Scale HSC Passing board (Central and Other) 0–1 0.39 0.49

HSC_S Nominal High Schooling Streams
(Commerce/Science/Arts) 0–2 1.37 0.58

Degree_P Scale Degree Percentage 50–91 66.37 7.36

Degree_T Nominal Degree Streams (Technology/Commerce&
Mgmt/Other) 0–1 0.29 0.45

Work_Ex Nominal Any Work Experience (Yes/No) 0–1 0.34 0.48
E_Test_P Scale Placement Test Percentage 50–98 72.10 13.27

Specialization Nominal MBA Specialization (Mkt&HR and Mkt&Fin) 0–1 0.56 0.50
MBA_P Scale MBA Percentage 51.21–77.89 62.28 5.83
Status Nominal Placement Status (Yes/No) 0–1 0.69 0.46
Salary Scale Offered Salary in Campus Placement 0–940,000 198,702.33 154,780.92

Source: Own elaboration.

The dataset was subjected to a variety of statistical operations, including finding
each attribute’s minimum (∧) and maximum ∨ values, average (mean) value, and their
standard deviation (σ). The offered salary (Salary) has a minimum value of zero, indicating
that some students are not placed in the company; therefore, their salary is represented
with zero value. High school percentage (HSC_P) ranges between 37 and 97.70 with a
standard deviation of 10.90. Students passed high school from central and other boards and
high schooling streams included Commerce/Sci./Arts, available for students in their high
school study. Students’ degree percentages (Degree_P) were 50% to 91%, with a mean value
of 66.37% for all students. Two specializations were available for MBA students: Mkt&Fin
and Mkt&HR in their MBA study. Students achieved 51.21% to 77.89% with a mean value
of 62.28 in their MBA study. The offered salary (Salary) was used as a target variable for
finding the significant differences between gender and MBA specialization (Specialization).
Placement Test Percentage (E_Test_P) was also used as a target variable w.r.t gender in find-
ing significant differences between the two.The placement status (Status) and gender have
two classes, (Yes/No) and (M/F), respectively, and are represented with 0 and 1. Further,
in this paper, Status and Gender are used as target variable classification experiments.

Table 3 shows a significant sample adequacy test model of the Bartlett test of spheric-
ity with the Kaiser-Mayer-Olkin (KMO). The KMO is also used to determine the degree of
correlation and partial correlation between variables ranging from 0 to 1. The Bartlett test
is often used to determine the association between variables in the correlation matrix [20].
With a statistically significant p-value < 0.05 and an approximate χ2 of 1012.51 with 91 de-
grees of freedom, (df = 91, p < 0.05). The KMO test yielded a value of 0.66, indicating a
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suitable relationship between the variables. The sampling adequacy measure had a range
of values between 0.6 and 0.7, which is higher than the 0.5 threshold value [21].

Table 3. Sample Adequacy and Correlation.

KMO Cumulative Variance Approximate χ2 df Sig. p

0.656 71.5% 1012.5 91 0.000
Source: Own elaboration.

Figure 2 shows the sample distribution of numeric features of the dataset. It exhibited
pairwise bivariate distribution for displaying relationships among dataset features. It is
clear that there is a somewhat linear relationship between HSC and degree percentage
with SSC percentage, but Etest (Placement-test) percentage has a somewhat non-linear
relationship with SSC percentage. Salary is not generally distributed as opposed to other
diagonal univariate plots distribution.

Figure 2. Dataset Numeric Feature’s Relationship.
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This article used contemporary statistical and predictive analytic tools to identify
the patterns and make predictions with various machine learning algorithms using the
Python programming environment. Considering visualization plots helped us draw and
understand the pattern, correlation and data trends. Python 2D plots visualization—the
Matplotlib library is a multiplatform library built on top of the NumPy array. It has
a rich library with line, scatter, histogram and bar plots, and so forth. Another popular
visualization library for drawing attractive and informative statistical graphics is integrated
with the panda’s data structure and is built on the Matplotlib library. Line, bar and Pair
plots and Heatmaps are the popular tools used frequently from the seaborn library [22,23].

6.3. Descriptive Analysis

There are 139 samples of Male and 76 samples of Female candidates’ offered salaries in
the given dataset. There are also students of Mkt&Fin and Mkt&HR of MBA specialization
streams consisting of 120 and 95 observations of the offered salaries. From the demographic
data, male students are achieving more placements than female students, and the scenario
is the same for unplaced status. Male students also achieve the majority of un-placement
status as evident in Figure 3. Secondly, the Secondary Education schooling board (other
and central) did not make any difference as compared to the higher secondary board
where education from the other board has an impact on placement status. It can also
be observed that more students took Comm&Mgmt and Sci&Tech as compares to art
students in higher secondary subjects. Therefore, their majority can be observed in the
placement scenarios. The majority of Comm&Mgmt degree students can also be observed
in a placement role in a 2:1 ratio of comm to science. Future work experience having no
impact on placements can be observed. Figure 3 shows the sample distribution of the
categorical features of the dataset. The dataset consists of many categorical features such
as gender (M/F), degree_t (Sci&Tech, Comm&Mgmt, Others) and specialization (Mkt&Fin,
Mkt&HR). Their distribution can be seen as follows: Male (M-139), Female (F-76), Placed
(148), Not-placed (67), Mkt&Fin (120), Mkt&HR (95), Comm&Mgmt (145), Others (11),
and Sci&Tech (59). From the barplot, it is very clear that a strong imbalance exists among
features like gender and status and so forth.

The offered salary for placed students’ demographic pattern salso plays a significant
role in Figure 3. As per Figure 3a, Male students are offered salary hikes compared to
female students. Even though SSC education boards are not playing a role in placement
status after placement, a salary hike can be observed with the education board. The central
education board impacts salary in SSC, but the HSC board is not playing any role in offered
salary hike as evident from Figure 3b,c. In the above figures, It is clear that future work
experience is not playing any role in getting a placement. Still, after getting the placement,
a salary hike can be observed, with work experience and Mkt&Fin specialization also
impacting salary as reflected in Figure 3e,f. The senior secondary education percentages
also play a prominent role in placement, as evident from Figure 4a, where more than 90%
are getting a certain placement and students who have not achieved marks below 40% are
unable to get placements. The placement is also impacted by higher education percentage
and undergraduate percentage; more than 90% getting a placement but less than 40%
not getting a placement as reflected in Figure 4b, in higher education percentage. The
undergraduate percentage also affects placements, with 85% or more getting a placement
but less than 50% not getting a placement at all as exhibited in Figure 4c. However, the
placement test is not playing a role as can be seen in Figure 4d.
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Figure 3. Dataset Box-plots (a) Salary According to Gender, (b) Salary According to Senior Secondary Board, (c) Salary
According to Higher Secondary Board, (d) Salary According to Bachelor degree stream, (e) Salary According to Work
Experience, (f) Salary According to MBA Specialization.
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Figure 4. Dataset Density Plot (a) Placement according to SSC Percentage, (b) Placement according to HSC Percentage,
(c) Placement according to Bachelor degree Percentage, (d) Placement according to Placement Test Percentage.

6.4. Preprocessing
6.4.1. Statistical Computation

This section elaborates both the differential and the inferential statistics to achieve
the relative objectives. According to objective-1, the present work evaluated a significant
difference between male and female students in terms of the offered salary. To fulfill
objective-2, this work investigated a significant difference between MBA specialization
(Mkt&Fin and Mkt&HR) in terms of offered salary. In objective-3, the authors also en-
quired about the impact of placement test percentage on students’ placements. From the
experiment’s perspective, a total of variance samples taken for clinical trial and samples
were compliant to normality and variances. For the differential investigation, this paper
used a t-test at 95% confidence level. In statistical hypothesis studies, a Student’s t-test was
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designed by William Sealy Gosset (1908) to know whether there is a difference between two
independent samples’ means. It can also be used for whether both samples come from the
same population with insignificant output. This study also takes care of all assumptions
(normality, equal variance) while performing the parametric tests. The normality was
tested by the Shapiro-Wilk test in Equation (4) and the equal variance was checked with
the Levene’s test in Equation (5).

W =

(
n
∑

i=1
aixi)

2

n
∑

i=1
(xi − x̄)2

. (4)

Equation (4) of the Shapiro-Wilk test, where W is the Wilk value, xi are the ordered
random sample values, and ai are constants generated from the variances (µ2) and mean (µ)
of the sample size n. The results of the Shapiro-Wilk test regarding normality can be seen
in Table 4. It was found that all variables have normality (p > 0.05). To achieve variance
homogeneity across the given samples, Levene’s test analysis was used to validate the
assumption and is considered an alternative to Bartlett’s test due to less sensitivity. The
given samples or groups were assumed to have equal variance in the null hypothesis [24].

Table 4. Shapiro-wilk statistics for normality test.

Shapiro
Significance

Male Offered
Salary

Female
Offered Salary

Mkt&Fin
Offered Salary

Mkt&HR
Offered Salary

Male MBA
Percentage

Female MBA
Percentage

W 0.10 0.99 0.98 0.97 0.99 0.99
p 0.45 0.41 0.18 0.51 0.34 0.79

Source: Own elaboration.

In Equation (5), the Z̄i group means calculated on the Z̄ij (deviation calculated from
mean or median) and Z̄ (overall mean of the Zij).

L =
(N − k)
(k− 1)

∑k
i=1 Ni(Z̄i. − Z̄..)2

∑k
i=1 ∑Ni

j=1(Zij − Z̄i.)2
. (5)

Table 5 shows that all variables have identical variances that mean it conforms to
homogeneous variance (p > 0.05). The t-test is a parametric test that assumes that the
extracted samples satisfy the condition of normality, variance equality, and test of inde-
pendence [24,25]. The p-value is computed on t-distribution probability with a calculated
degree of freedom (nA + nB − 2) where nA is the number of samples in group A, and nB is
the number of samples in group B.

Table 5. Levene test of homogeneity in variances.

Variable Statistic p

Gender 0.06 0.81
Specialization 1.58 0.21

Mark Percentage 0.34 0.56
Source: Own elaboration.

In Equation (6), where mA is a sample mean of a male student, mB is a mean of a
female student, and S2 is the variance of the gender sample.

t =
mA −mB√

S2

nA
+
√

S2

nB

. (6)

To explore the association of placement status with the specialization in objective-4
and the placement status with the stream of degree in objective-5, the χ2 test and associ-
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ation strength were computed with Cramér’s V test. The χ2 test was used to determine
the relationship between two categorical variables in the population. The association is
assessed by comparing two categorical features’ observed values’ pattern to the pattern of
expected variables to determine whether they were truly independent or not, as evident
in the below equation. It uses cross-tabulation (contingency table), displaying the two
categorical features’ distribution by using their intersection in the cells. For establishing the
independence χ2 test statistics approach, it uses the p-value for a significance test [26–29].

Equation (7) shows that Oi is the observed value and Ei is the expected value of the
variables under investigation.

χ2 = ∑
i=1

(Oi − Ei)
2

Ei
. (7)

6.4.2. Machine Learning Computation

This section interprets four supervised machine learning algorithms. To achieve the
last two objectives of the study, objective-6 and objective-7, the machine learning algorithms
such as SVM, RF, XGB, LR, and GB, were are employed. The supervised learning consists
of the target (dependent) features with input (independent) features. It tries to map the
relationship between input features and output features. Essentially, the target feature
can be discrete or continuous. In the case of discrete, it is called classification, and others
are called a regression problem. For the classification, the dataset under consideration is
partitioned into a train-test with a ratio of 80:20. To justify the superiority of one model over
the other, some classification performance metrics (Precision, Recall, F1-score, confusion
matrix, Receiver Operating Characteristics (ROC)) were used.

During classification, imbalanced data causes the results to be biased in favor of
the majority class in binary classification. This problem becomes large when dealing
with high-dimensional data with class-imbalance critically exceeding samples. Under-
Sampling or Over-Sampling are both prevalent approaches to deal with this problem to
make balanced class data. The Synthetic Minority Oversampling Technique (SMOTE) is
a prevalent approach to improve random over-sampling. To avoid the biasing problem,
observations are resampled around the majority class to make balanced class data using
the Synthetic minority oversampling technique (SMOTE). The class-imbalance is where
placed students are represented by 1 and not-placed students with 0 and there are more
placed students compared to unplaced students. The initial data samples are unbalanced
and are depicted in Figures 5a and 6a. After implementing the SMOTE, the balanced class
can be observed in Figures 5b and 6b.
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Figure 5. Placement Status Balancing: (a) Unbalanced placement, (b) Balanced placement.
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Figure 6. Gender Balancing: (a) Unbalanced Gender, (b) Balanced Gender.

Hyperparameter tuning is a popular technique to boost the performance or accuracy
of any machine learning model. This technique usually affects the learning of the classifier
model and, moreover, its construction and evaluation. Its main motive is to find out the best
classifier model using the hyper-parameters tuning technique [30]. In the the present work,
SVM, RF, GB and XGB used different parameters, and LR used the default parameters.

Random Forest

According to Breiman L, the bootstrap method uses a combined classification of base
classifiers and the Random forest use bagging algorithm [31]. It is a popular ensemble
learning approach that generates many trees instead of a single tree. Classification is
made by using sample input fed into each given tree that results (vote) in each classified
tree’s final classification results, inclined to the majority. If the similarity between trees
grows, it only tends to the rate of forest error, and a lower rate of error becomes the
choice for the strong classifier [32]. As a machine learning model is always trained before
deploying into real-world applications, RF classifier training also depends on two key
parameters—number of decision trees and selected attributes used for evaluation [33]. It is
also characterized by overcoming the overfitting problem and has flexibility towards outlier
and noise. It is sampled by the bootstrap method and decision tree classifiers constructed
to the forest that are used for further analysis [34]. For predicting the placement gender and
placement status, RF is used with the criterion Gini as a measure of impurity, maximum
features set as 7 for the best split, a minimum number of the sample at the leaf is set with a
minimum sample leaf as 2, a number of trees in the forest is set with n_estimators as 50
and for the estimation of accuracy generalization an out of bag sample is set as accurate for
the score.

Extreme Gradient Boosting

Most data science state-of-the-art challenges are solved by a widely known XGBoost
machine learning classifier due to its flexibility, efficiency and portability characteristics.
It uses a boosting method to construct a strong classifier that combines a series of weak
classifiers. Gradient boosting machines work on the principle of gradient direction to
the loss function for weak learners. Model tuning is performed for obtaining higher
accuracy while setting the appropriate value to core training parameters and with adding
regularization to the objective function [35,36]. The objective function (obj(q,w)) with ith
iteration is given below in Equation (8).

argmin

(
n

∑
t=1

l
(
V(t), V̂(p−1)

cur (t + 1) + f p(x(t)) + Ω( f p)

)
. (8)
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Equation (9) shows the counting of leaf nodes, γ, and λ are the regularization parame-
ters. The XGB is also used here for predicting placement gender prediction and placement
status with the gamma parameter as 0, which sets the minimum as a loss reduction leaf
node partition of the tree, the learning rate is set as 0.1 for step-size shrinking to avoid over-
fitting, the maximum tree depth is set as 6 and the number of trees is set with n_estimators
as 200 for achieving higher accuracy.

Ω( f p) = λT +
1
2

λ
T

∑
g=1

W2
g , T. (9)

Support Vector Machine

The SVM kernel-based model was inferred by Vapnik, and can be used for classifi-
cation and regression tasks. It is popular due to its power of discrimination and strange
capability of generalization. It also provides precise results with optimality. A separation
technique directly determines its decision methods, called a marginal line, which are used
between the border (decision lines) or margin maximization (generalization) of given
classes. SVM always tries to maximize the training data performance in the classification
of patterns other than the conventional classification model, which tends to classify only
input–output pairs within the belonging class [37,38]. However, there could be an infinite
hyperplane to separate similar input data points from other datapoint classes. Still, SVM
always believes hyperplane which could achieve more generalization when a maximum
margin among them can be specified Equation (10).

f (x) = xTw + b =
n

∑
i=1

xiwi + b = 0. (10)

Equation (10) is divided by ||w|| and Equation (11) is derived.

xTw
||w|| = Pw(x) = −

b
||w|| . (11)

Indicating that the projection of any point x on the plane onto the vector w is always
−b/||w||, that is, w is the normal direction of the plane and |b|/||w|| is the distance from
the origin to the plane. Note that the equation of the hyper plane is not unique. c f (x) = 0
represents the same plane for any c. The n-D space is partitioned into two regions by the
plane. Specifically, the mapping function is defined as y = sign( f (x)) ∈ {1,−1},

In Equation (12), any point x ∈ P on the positive side of the plane is mapped to 1,
while any point x ∈ N on the negative side is mapped to −1. A point x of unknown class
will be classified to P if f (x) > 0, or N if f (x) < 0.

f (x) = xTw + b =

{
> 0, y = sign( f (x)) = 1, x ∈ P
< 0, y = sign( f (x)) = −1, x ∈ N.

(12)

Further, this paper used hyper parameter tuning by considering C = 0.01, kernel = linear,
gamma = auto.

Gradient Boosting

This paper used Gradient Boosting (GB) for the classification task. This robust clas-
sifier works on the boosting technique by combining many weak learning models and
uses prevalent real-world applications due to its effectiveness in solving and classifying
the problem on very complex datasets. It works on loss function, and in a classification
logarithm, a loss method is used; consequently, the GB does not have to derive a new
loss function on the addition of a new boosting algorithm. It uses a decision tree as weak
learners. In this sample, least-squares are calculated at each iteration and minimize the loss
function at given nodes. To enhance the accuracy differential loss function with gradient, a
descent procedure is used [39,40]. The GB is trained with 100 decision trees with the max
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depth set as 5 and the learning rate set as 0.2 with the loss value set as deviance, that is, LR
with a probabilistic output.

Logistic Regression

The LR is placed under the inductive learning algorithm and is different from linear
regression based on the target variable; discrete instead of continuous. The binary target
variable is analyzed by a distribution function in which a regression conditional mean is
bounded between 0 and 1. Below, Equation (13) is used for the binary LR to recognize the
placement status.

Π(x) =
ex

1 + ex
. (13)

In the LR, the S shape can be observed through which many properties can be extracted.
Some threshold is decided, and a value less than the threshold is conceived as one type of
classification (Zero) and above the threshold for the other (One) in binary classification [41,42].
For predicting placement status, the solver is set as lbfgs for binary classification, the penalty
is set as l2 for use in penalization.

7. Experiments and Results
7.1. Experiment-1

This experiment explores the impact of Students’ gender on their offered salaries.
The student’s t-test at a confidence interval of 95% (α = 0.05) was used to test the first
null hypothesis “H01”. It explored the impact of gender on salary offered to the students.
Gender is an independent variable, and the offered salary is considered the dependant
variable. The important assumption the t-test explored was a statistically significant
difference between the Male (M) and Female (F) MBA student in terms of offered salary.

Table 6 shows that there is a not statistically significant difference in the offered salaries
for male and female participants on all three random sample assessment tests. Despite
male groups’ higher offered salaries findings, the results suggest that a difference between
offered salaries did not exist, that is, there was no bias in salary offerings to placed students
based on gender. It is clear from the results that there is insufficient evidence to reject the
null hypothesis (t(88) = 0.25, p > 0.05). The rest of the two random samples (T2 and T3)
have identical insignificant p values (p > 0.05). Therefore, the insignificant p value proves
no statistically significant difference between male and female students in terms of salary
offered to them.

Table 6. Gender Impact on offered salary with t-test at α = 0.05.

Sample-
Assessment Gender N µ σ t df Sig.

(2-Tailed) Result

M 45 111.20 92.46 1.70 88 0.25 p > 0.05 “H0:Fail
to Reject”

T1 F 45 89.44 83.81

M 60 117.01 84.66 1.35 118 0.18 p > 0.05 “H0:Fail
to Reject”

T2 F 60 95.79 88.07

M 70 115.06 90.48 1.11 138 0.27 p > 0.05 “H0:Fail
to Reject”

T3 F 70 97.42 97.47
Source: Own elaboration.

7.2. Experiment-2

This experiment infers a significant impact of MBA Specialization on the student’s
offered salary. For this, we tested the second null hypothesis “H02” with t-test at a confidence
interval of 95% (α = 0.05). This experiment explored the impact of MBA specialization
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(Mkt&Fin and Mkt&HR) on the salaries offered to the students. Here, the independent
variable is Specialization, and the offered salary is a dependant variable.

Table 7 displays the statistical experimental outcomes of the mean offered salaries
of Mkt&HR and Mkt&Fin specialization students on each random sample’s assessments.
As is clear from the results, there is not a significant difference between Mkt&HR and
Mkt&Fin specialization offered salaries. These results suggest that there is no discrimina-
tion made in offered salaries to the Mkt&HR and Mkt&Fin specialization students. Despite
Mkt&Fin specialization students, test1 results (µ = 108.43, σ = 94.57) and Mkt&HR students
(µ = 108.37, σ = 76.85) difference is greater; t(118) = 0.04, (p > 0.05), other tests’ data exhibits
the same scenarios, but there is no statistical evidence to reject the null hypothesis.

Table 7. Specialization Impact on offered salary with t-test at α = 0.05.

Sample-
Assessment Specialization N µ σ t d f Sig. (2-

Tailed) Result

Mkt&HR 60 108.37 76.85 0.00 118 0.10 p > 0.05 “H0:Fail
to Reject”

T1 Mkt&Fin 60 108.43 94.57

Mkt&HR 85 110.87 115.64 0.07 168 0.95 p > 0.05 “H0:Fail
to Reject”

T2 Mkt&Fin 85 112.05 110.84

Mkt&HR 95 97.99 120.85 0.81 168 0.42 p > 0.05 “H0:Fail
to Reject”

T3 Mkt&Fin 95 111.43 105.81
Source: Own elaboration.

7.3. Experiment-3

This experiment tested the hypothesis that there is significant impact of students’
gender in terms of their placement test marks. Therefore, the student t-test is used at
a confidence interval of 95% (α = 0.05) to test the third the null hypothesis “H03”. It is
assumed that there is an impact of gender on placement test percentage of the students.
In this experiment, gender is assumed to be an independent variable, and placement-test-
percentage is considered the dependent variable. The important assumption the t-test
explored is the statistically significant difference between Male (M) and Female (F) MBA
students in terms of placement test percentage.

Table 8 reflects the outcomes of the mean score of the male and female groups on
each assessment made from the random sample sizes. As the results exhibited, there is no
significant difference between the test percentage score on all three assessments. Therefore,
insignificant p value (p > 0.05) proves no statistically significant differences between male
(M) and female (F) students in terms of placement test percentage.

Table 8. Gender Impact on placement test score with t-test at α = 0.05.

Sample-
Assessment Specialization N µ σ t df Sig. (2-

Tailed) Result

M 55 102.46 83.39 0.35 108 0.73 p > 0.05 “H0:Fail
to Reject”

T1 F 55 107.54 68.67

M 45 110.88 77.04 0.53 88 0.60 p > 0.05 “H0:Fail
to Reject”

T2 F 45 118.98 67.74

M 70 103.33 99.46 0.83 138 0.41 p > 0.05 “H0:Fail
to Reject”

T3 F 70 89.43 99.07
Source: Own elaboration.
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7.4. Experiment-4

This experiment explores the association between MBA specialization and placement
status. For this, the χ2 test is applied to determine whether there is a significant difference
between MBA Specialization (Mkt&Fin, Mkt&HR) Placement-Status (Placed or Not-Placed)
to test the fourth null hypothesis “H04, which assumed no significant association between
MBA specialization and Placement-Test. There is a statistically significant association found
for Placement-Status χ2 (1, N = 215) = 13.51, p = 0.00 in Table 9.

Table 9. Specialization Status cross-tabulation.

Degree Status Total

Not Placed Placed

Mkt&Fin Count 95 25 120
Expected 82.60 (p = 1.86) 37.40 (p = 4.11) 59

Mkt&HR Count 53 42 95
Expected 65.40 (p = 2.35) 29.60 (p = 5.19) 59

Total Count 148 67 215
Expected 148 67 215

Source: Own elaboration.

The actual association (Φ = 0.25) between specialization and status is small, calculated
with the crammer’s V-Test, indicating that a weak positive relationship exists. The reason
for the weak positive relationship can be explored with a large χ2 value from the cell
parenthesis being 5.19 in the “Not-Placed” column, which signifies the high value of
specialization. The larger value for this cell can be attributed to a higher number of
observed values (42), while fewer high values are expected by chance (29.60). Moreover,
a greater χ2 value of 2.35 in the placement status column “Placed” reflects a relationship
between the high value of specialization and the subject Mkt&Fin.

7.5. Experiment-5

This experiment is conducted to evaluate an association between the degree of stream
and placement status. To test the fifth null hypothesis “H05”, this experiment used the χ2

test to explore the association between the degree of the stream (Comm&Mgmt, Sci&Tech
and Other) and placement status (Placed or Not-Placed) of students. It is observed that
there is no statistically significant association between degree of stream and placement
status χ2 (2, N = 215) = 2.97, p = 0.56 depicted in Table 10.

Table 10. Degree Status cross-tabulation.

Degree Status Total

Not Placed Placed

Comm&Mgmt Count 43 102 145
Expected 45.19 (p = 0.11) 99.81 (p = 0.05) 120

Others Count 6 5 11
Expected 3.43 (p = 1.93) 7.57 (0.87) 11

Sci&Tech Count 18 41 59
Expected 18.39 (p = 0.01) 40.61 (p = 0.00) 59

Total Count 67 148 215
Expected 67 148 215

Source: Own elaboration.

The exact insignificant p value (p > 0.05) signifies a failure to reject the null hypothesis,
that is, there is not a significant association between the two variables (degree and status).
The actual association (Φ = 0.12) between degree stream and status is small, calculated
with the crammer’s V-Test, indicating that no positive relationship exists. The reason for
this can be explored with an immense χ2 value from table cell parenthesis being 0.87 in
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the Placed column signifiying an association of the high value of another stream degree in
terms of placement. The more considerable value for this cell can be attributed to a lower
number of observed values (5), also to a lower number than expected by chance (7.57).
Moreover, a lower χ2 value of 1.93 in the not placed status reflects a relationship between
the low value of degree and a subject belonging to another degree. Further, the fisherman
exact test can be used and the expected value for the “Other” class can be found (3.43 < 5).

7.6. Experiment-6

This section of this paper discusses the experimental results of various contemporary
classification algorithms to identify the future students’ placement status with their pre-
dictive features. At first, all used classification models, that is, RF, XGboost, SVM and LR,
along with full feature space, are evaluated. After that, three feature selection algorithms:
RF feature selector, XGBoost feature Selector, SVM crucial feature selector are applied to
select prominent and high variant features from feature space. The experimental results
showed that the SVM classification has been reasonably successful compared with the other
classification in terms of all performance assessment measurements. SVM achieved a preci-
sion of 90%, sensitivity of 92%, precision of 85%, and an F1 score of 88% at C = 0.01, gamma
set as auto with linear kernel. In the LR classification model, this model has displayed
better performance with 88% accuracy, 84% precision, 88% recall rate, and 86% F1-score
with lbfs solver and class weight set as balanced. Similarly, the RF classifier has achieved
an accuracy of 83%, 83% recall, 77% precision, and 80% F1-Score at the gini criterion with
7 maximum features, 2 minimum sample leaves with a 200 number of estimators. XGBoost
classifier has achieved 83% accuracy as similar to RF,82% precision, 75% sensitivity with
78% F1-score at learning rate set as 0.1 with 6 maximum delta step, minimum child weight
set as 6.

Table 11 displays the four important performance matrices (Precision, Recall, F1-Score,
and Accuracies) related to the four proposed model classification. F1-Score is a collective
term for Precision, and Recall is also known as weighted harmonic mean. F1-Score is
computed using Equations (14) and (15) calculated the Recall, and Equation (16) measured
the Precision [43].

Precision =
TruePositive

TruePositive + FalsePositive
(14)

Recall(Sensitivity) =
TruePositive

TruePositive + FalseNegative
(15)

F1 = 2 ∗ Precision ∗ Recall
Precision + Recall

(16)

Table 11. Performance Measures of Placement status Models.

Algorithm Parameter Accuracy Precision Sensitivity F1

RF Criterion = “gini”, MaxFeatures = 7, MinSampleLeaf = 2,
n_estimators = 50 88% 87% 90% 88%

XGB
gamma = 0, LearningRate = 0.1, MaxDeltaStep = 2, MaxDepth = 6,

MinChildWeight = 4, n_estimators = 200, RegAlpha = 0,
RegLambda = 8

82% 85% 79% 78%

GB LearningRate = 0.2, MaxDepth = 5, Loss = “deviance” 80% 85% 76% 80%
SVM C = 0.01, degree = 3, gamma = “auto”, kernel = “linear” 90% 85% 92% 88%
LR Solver = “lbfs”, ClassWeight = “balanced” 88% 84% 88% 86%

Source: Own elaboration.

The SVM classifier weighted harmonic mean (88%) is recorded as the highest followed
by LR (86%). Its F1-Score can judge any classifier’s predictive power, the SVM F1 Score
proving significant among the classifiers because it balances recall and precision. SVM
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predictive power (precision) can be verified by its highest value, which is 0.85. The right
prediction (Recall) out of actual true positive is 0.92 can be observed as highest among all
classifiers. It shows all proposed machine learning algorithms’ vital performance metrics
working on binary classification for predicting Placement-status (Placed/Not-Placed). The
performance measures compared with all mentioned predictive algorithms reflect the SVM
perfect model w.r.t F1-Score (88%) and accuracy (90%).

Figure 7 shows the confusion matrices of all proposed classifiers. An accurate pre-
diction can be observed with diagonal values in cream and red color. The black color
shows the misclassification. The SVM Classifier’s confusion matrix displays the highest
prediction, followed by LR with the highest accuracy (90%, 86%).
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Figure 7. Confusion matrix of Placement Status: (a) LR, (b) SVM, (c) XGB, (d) RF.

Figure 8 visualizes the combined ROC curve for comparing each classifier’s strength
(LR, RF, SVM, and XGB) with precision. It can be observed with each placement status
prediction model that the classifiers perform better than the benchmark. At a very high
level of precision, the LR classifier performs well with the AUC (95.7%), followed by the RF
classifier (AUC-94.9%). At the early stage, XGB sensitivity (0.5) at 0.0 cutoff goes high, but
after 0.5 sensitivity, the LR classifier gains momentum rapidly with maximum sensitivity.
The SVM classifier was found to be unstable in the prediction of placement status.
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Figure 8. ROC curve of Placement status.

Figure 9 shows the accurate prediction from the diagonal values of confusion matrices.
The RF misclassification ratio (4:3–12.5%) is very low among other models with accuracy
(88%) as compared to both models’ misclassification (17.9%).
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Figure 9. Confusion matrix of Placement Gender: (a) GB, (b) XGB, (c) RF.

Extracting essential features from a given dataset is a contribution and focused duty
of researchers. It enables students to improve their efficiencies on given parameters that
are needed for the placement. The applied supervised machine learning algorithms used
a required feature extractor method. Other models (RF, XGB) placed more emphasis on
SSC and degree percentage, Figures 10 and 11 showing the critical, relevant features for
this placement prediction problem extracted with an SVM classifier’s help. Future work
experience, MBA, and SSC percentage are the most demanding features for upcoming
placement drives. The common perception that can be made from the below essential
feature extraction is that high percentages in overall degrees play a pivotal role in extracting
placements and gender plays a small role in comprehensive extraction.
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Figure 11. Feature Importance for placement status: (a) RF, (b) XGB.

7.7. Experiment-7

This experiment identified the future placed student’s gender based on their relevant
predictive features (SSC_P, HSC_P, Degree_P, Etest_P, SSC_B, HSC_B, HSC_S, Degree_T,
Specialization, Status, Salary). We trained and tested three machine learning algorithms:
RF, XGB and GB. According to Table 12, the RF classifier achieved the best performance
among all specified classifier with 88% accuracy, 90% sensitivity and a precision of 87%
with maximum features of 7, minimum sample leaf of 2 with a number of estimators of 50
and the RF used the gini criterion. The 2nd best classifier, XGB, was trained with gamma
as zero, learning rate as 0.1, maximum depth set as 6, maximum delta step as 2 with the
number of estimators set as 200, giving an accuracy of 82%, precision of 85% and sensitivity
of 79%. The GB algorithm found the third significant classifier conducted with a learning
rate of 0.2, with the loss set as deviance with a maximum depth of 5, having 80% accuracy,
85% precision, 76% sensitivity and an F1-Score of 80%.

Table 12. Performance Measures of Placement Gender Models.

Algorithm Parameter Accuracy Precision Sensitivity F1

RF Criterion = “gini”, MaxFeatures = 7, MinSampleLeaf = 2,
n_estimators = 50 88% 87% 90% 88%

XGB
gamma = 0, LearningRate = 0.1, MaxDeltaStep = 2, MaxDepth = 6,

MinChildWeight = 4, n_estimators = 200, RegAlpha = 0,
RegLambda = 8

82% 85% 79% 78%

GB LearningRate = 0.2, MaxDepth = 5, Loss = “deviance” 80% 85% 76% 80%

Source: Own elaboration.



www.manaraa.com

Mathematics 2021, 9, 1166 24 of 29

Further, in Figure 12, The true positive rate (Y-axis) is plotted against the false positive
rate (X-axis) to construct a ROC curve for placement Gender prediction, which is one of
the essential tools for diagnostic test evaluation. A classifier’s superiority is measured by
its AUC value, which is more significant the better. In this paper, the best GB AUC is 0.883,
followed by the AUC for RF is 0.879. The GB ROC appears to be more performing than the
other. proposed models.
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Figure 12. ROC curve of Placement Gender.

The important feature extraction plays a lead role in grasping the leading features in
predicting any target variable. Figure 13 visualizes the significant relatively important
features. From the above result, it is clear that the RF model and GB play a significant role
in predicting with the highest accuracy. It can also be observed that the MBA percentage
(25%) followed by SSC percentage (15%) are major contributors in predicting the gender
and MBA Specialization (Mkt&Fin, Mkt&HR) and degree streams (commerce, Sci&Tech
and other) has nothing contributions. The XGB model underplaying the importance of
academic percentage in predicting the placed gender and gives importance to the degree
stream (Sci&Tech).
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Figure 13. Feature Importance of GB, RF, XGB for Gender placement.
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Figure 12 graphs the ROC curve of the placement gender at dynamic thresholds. It
is observed that the RF and XGB start sensing at 0.1 and end up at 0.98 but the GB starts
sensing at point 0.6. It is visible that the GB area under the curve (89.8%) is the highest
among the other models, XGB (85.2%) and RF (87.9%).

8. Discussion

In the statistical tests, the significant p-value is essential for judging the hypothesis. To
test the first three null hypotheses, a statistical t-test played a vital role. On the one hand, it
explored the impact on offered salary of the student’s gender and MBA specialization. On
the other hand, the placement test’s effect on gender was evaluated. Further, an association
test χ2 was applied to explore the relationship between placement status and degree
stream and MBA specialization. Later, this paper used the machine learning algorithms to
automate predictive models to recognize the gender of placed students with its status.

It is found that the first null hypothesis, “H01: No Significant difference between male
and female students towards Offered salary” failed to be rejected (p > 0.05). It showed
no statistically significant differences in the offered salary based on gender. Hence, this
paper explored no impact of the offered salary on student’s gender. Based on this, the
authors proposed its alternative hypothesis, “H01A: A Significant difference between male
and female students towards Offered salary”, which it failed to accept. The same scenario
also happened in the case of the second and third null hypotheses: “H02: No Significant
difference between Mkt&Fin and Mkt&HR towards offered salary” and “H03: No signif-
icant difference between male and female students towards placement test percentage”,
which also failed to be rejected (p > 0.05). Hence, it is found that the offered salary has no
impact on the student’s specialization in their MBA study. Further, the student’s placement
test percentage did not affect gender. Therefore, the alternative hypotheses: “H02A: A
Significant difference between Mkt&Fin and Mkt&HR towards offered salary” and “H03A:
A significant difference between male and female students towards placement test per-
centage” were failed to be accepted. Based on the first three hypotheses tests, no linear
association was observed between student demographic features and offered salary and
placement test percentage.

On the contrary, this paper observed strange results from experiments that belonged
to the association finding between MBA specialization and placement status. The au-
thors observed that the fourth null hypothesis, “H04: No association between Mkt&Fin
and Mkt&HR specialization towards placement status” failed to be accepted (p < 0.05)”.
Therefore, specialization in a master’s degree impacted the placement of students. Alter-
nately, the hypothesis, “H04A: A significant association between Mkt&Fin and Mkt&HR
specialization towards placement status” failed to be rejected (p < 0.05). Further, the
fifth hypothesis, “H05: No association between stream of degree and placement status”
failed to be rejected (p > 0.05). Thus, the present work found a significant association of
degree stream and placement status. For the present work, we proposed the alternative
hypothesis, “H05A: A significant association between the stream of degree and placement
status” with remarks “failed to accept”, which proved that the bachelor degree of streams
(Sci&Tech, Comm&Mgmt, and others) have a correlation with students’ placements. This
work can also conclude that the bachelor’s degree streams did not have any impact on
placement status.

The finding of the paper is self-evident, that the demographic features of students are
not linearly correlated with offered salary and placement test percentage, which did not
support [13]. The result of association between MBA specialization and placement status
hypothesis H04 also supported [11,12,17] but in the case of H05, it was not supported. The
sixth objective for predicting students’ placement was achieved with the SVM model with
the highest accuracy (90%) with features that also play a major role in the placement of
students. It was observed that work experience with the highest master’s degree percentage
and SSC percentage are necessary for getting a placement (Figure 11) and the results are
supported by [4,8]. The seventh objective for predicting the gender of a placed student
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with an RF model with the highest accuracy (88%) supported [8,9]. The present paper
unleashed thoughts on a real-time solution to assessing the impact of demographic features
on placement and their offered salaries and to helping predict the placement status of given
students’ academic percentage and other features with the extraction of important features
in getting a placement. It also predicted the gender of placement.

9. Strength and Weakness

The use of statistical computations and machine learning techniques strengthen our
presented hybrid automated model PPDI. The hybrid approach can explore the association
of course specialization and degree stream with student’s placement status, but also
discover the impact of gender, MBA specialization, and placement Test percentage on
the salaries offered to them. Additionally, the inline robust accuracy of 88% of the RF
algorithm to identify the gender of placed students strengthen the predictive power of the
PPDI. Further, the SVM algorithm’s implementation with a significant accuracy of 90% in
predicting the status of a placement is a new feather in the cap of PPDI. The dataset has
limited observations and a confined number of features. Moreover, it covers only MBA
domain students. The placement companies’ names and their interest requirements are
missing. A limited number of statistical and machine learning algorithms were used in
this study.

10. Conclusions and Future Study

This study proposed and developed a hybrid environment of statistical computa-
tions with machine learning algorithms to analyze the student’s placement dataset. The
result of the first experiment showed that the offered salary has no impact on the stu-
dent’s gender with three normal random samples (t(88) = 0.25, (p > 0.05), (t(118) = 0.18,
(p > 0.05), (t(138) = 0.27, (p > 0.05). In the second experiments, this paper concluded
that offered salary does not have any impact on the MBA specialization (t((118) = 0.10,
(p > 0.05), (t(168) = 0.95, (p > 0.05), (t(168) = 0.42, (p > 0.05). The outcome of the
third experiment proved that the test score of a student’s placement does not affect the
gender in three sample assessments (t(108) = 0.73, (p > 0.05), (t(88) = 0.60, (p > 0.05),
(t(138) = 0.41, (p > 0.05). The fourth experiment also proved that the student’s special-
ization of MBA influenced the student’s placement (p < 0.05). The finding of the fifth
experiment showed that the student’s placement status also bonded with the degree
stream (p < 0.05). Overall, the differential analysis proved that neither gender made any
impact on their offered salaries nor on placement test percentage scores (p > 0.05). The
inferential analysis concluded that the MBA-specialization and degree stream are asso-
ciated with placement status (p > 0.05). On the one hand, the current research found a
weak positive relationship (0.25) between MBA specialization and placement test, and
on the other hand, MBA specialization did not make any difference to offered salaries
(p > 0.05). In the sixth experiment, the SVM model outperformed all proposed models (RF,
XGB, LR) in terms of accuracy (90%) and F1-Score (88%) in the prediction of the placement
status of MBA students. It suggested the two most prominent work experience and MBA
academic percentages to support the placement. The result of the seventh experiment
revealed that the RF classifier seems to be the best model out of all the considered models
(RF, XGB, GB) in terms of accuracy (88%) and F1-Score (88%), for recognizing the gender
of the placed student. The in-built featured extractor of the applied algorithm proved
that work-experience, MBA percentage, and SSC percentage are key features according
to SVM, but RF and XGB both point to academic percentages (SSC, HSC, MBA) as the
main features for estimating the placement status. Additionally, MBA percentage, SSC
percentage, and offered salary are the important core features in predicting placement and
gender according to RF and GB.

These differential, inferential and predictive models can be used by educational
institutions or universities for predicting placements and can also be used for assessing the
impact of demographic variables. Future work includes gathering primary samples with
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a vast number of instances and features from more than one institution and evaluating
them with feature engineering and optimization algorithms. Later, a web-based real-time
automated placement prediction system will be developed considering significant features.
The feature selection and dimension reduction techniques can also yield even better results.
For this, χ2 statistics with correspondence analysis based feature selection [44], gain ratio
and info-gain [45] based dimension reduction approaches can be used.
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